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Abstract
Fuzzing best practices suggest that fuzzing should be run for at
least 24 hours, if not longer. This recommendation makes it hard to
integrate fuzzing into CI/CD contexts, to rapidly check a commit
for bugs. Existing studies on CI/CD fuzzing simulated a CI/CD en-
vironment by running undirected fuzzers on Magma benchmark
programs, which have multiple bugs injected into a single version
of the program. Directed fuzzers, such as AFLGo, aim to generate
inputs that reach specific target locations in the program being
fuzzed. Thus, they should be more effective at fuzzing in a CI/CD
environment. In this study, we propose to evaluate both directed
and undirected fuzzers in a simulated CI/CD environment. Like
prior work, we will use Magma as a source of benchmarks, and
run fuzzers for 10 minutes. Unlike prior work, we will start the
fuzzing process from a saturated corpus, rather than Magma’s de-
fault corpus. Also unlike prior work, we will run the fuzzers on
versions of Magma programs with a single bug injected. To deal
with the threat that Magma patches give directed fuzzers access to
too precise information as to the bug location, we will also conduct
experiments where we add additional lines of target code, to evalu-
ate the sensitivity of directed fuzzers. Our registered report gives
preliminary results on a small subset of benchmarks.

CCS Concepts
• Software and its engineering→ Software testing and debug-
ging.
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1 Introduction

To keep up with the ever-increasing pace of technology advance-
ments, software development nowadays often requires short itera-
tions of product life cycles [2]. Continuous integration/continuous
deployment (CI/CD) is one of the most popular ways to enable
fast and reliable releases of software products in both industry and
open source [30]. Standard CI/CD pipelines include pushing the
new code in commits to the repository and automating the build,
test, and deployment phases to deliver the program to production
[23]. The automation in CI/CD has shown effectiveness in improv-
ing development quality and productivity, enhancing an agile and
collaborative working environment for developers[3].

A crucial part of CI/CD is testing. Testing can help detect soft-
ware defects at an early stage before production. Normally, 75% of
errors appear in the first year after release [29]. Therefore, locating
and fixing errors in CI/CD may reduce software maintenance costs,
which constitute around 60% to 80% of the total software life cycle
costs [10]. If bugs remain uncaught by CI/CD, common practices
such as code cloning may propagate the bugs to different places,
further decreasing development efficiency [19].

One approach to increase the robustness of CI/CD pipelines
would be to add automated testing. A widely adopted automated
testing technique is fuzzing (fuzz testing), which feeds programs
with malformed and unexpected inputs. The term was coined by
Miller for a university operating system class in the late 1980s [18].
These days, fuzzing has been proved to efficiently expose security
loopholes and software defects in various domains including net-
work security, web services, FinTech systems, etc [4, 22, 27]. The
launch of Google’s free OSS-Fuzz testing service further popular-
ized fuzzing, by helping discover over 8,800 vulnerabilities and
28,000 bugs fixed across hundreds of critical open source projects
[6].

The automation and effectiveness of fuzz testing seems to meet
the needs for CI/CD testing. The goal of fuzzing is to find inputs
that have unusual behaviours such as causing as many unique pro-
gram crashes as possible. However, it usually takes hours of run
to exploit a fuzzer’s potential to collect such inputs. As Klees et al.
suggest in their paper on fuzzing benchmarking practices [12], a
timeout of 24 hours is recommended for a rigorous evaluation of
fuzzers. However, testing each pull request for 24 hours is infeasible
in a realistic setting. Fowler notes that 10 minutes is considered as
a “reasonable” build time in CI/CD pipelines [12], which is substan-
tially shorter than 24 hours [7]. Thus, directly following common
fuzzing practices in CI/CD is in conflict with the original goal of
such pipelines to update code bases quickly and frequently.

Fortunately, prior work by Klooster et al. has confirmed that
running fuzzers in continuous security testing can cover important
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bugs even with a short timeout of 10 minutes [13]. Despite show-
ing that fuzzing in CI/CD is possible, their work focuses only on
evaluating coverage-guided fuzzers like AFL++. The authors did
not evaluate directed fuzzers like AFLGo as they claimed that their
commit simulation will interfere with the fuzzing performance.
However, directed fuzzers are tailored to perform patch testing [5],
which is similar to the CI/CD scenario: both aim at testing whether
the changed statements will introduce new security vulnerabilities.
For this reason, we are interested in studying whether directed
fuzzers can live up to their potential in continuous fuzzing, i.e.,
fuzzing in a CI/CD context. In order to do this, we will adopt a
different strategy than Klooster et al. [13] to simulate commit-level
fuzzing.

In this work, we plan to evaluate both directed and undirected
fuzzers in a continuous testing setup. Similar to previous studies
[13], we simulate the CI/CD pipelines by fuzzing patched code with
a small time budget. We select Magma, a widely used fuzzing bench-
mark suite that consists of 9 open source projects with critical bugs
and vulnerabilities, as our source of libraries and buggy patches.
We inject only a single buggy patch at a time, to simulate commits
containing each of these patches separately. We integrate AFLGo
and Fuzz Factory Diff (FFD) as two exemplary directed fuzzers into
Magma. Further, in a realistic CI/CD setup, we assume that the
Program Under Test (PUT) has been thoroughly fuzzed at a prior
version. Thus, instead of using the initial seed inputs provided by
Magma as in prior work [13], we collect a seed corpus by running
a 24-hour fuzzing campaign with AFL++. This allows us to inves-
tigate CI/CD fuzzing in a setting with a close-to-saturated seed
corpus, which might also lead to different results compared to prior
work.

We seek to investigate the following research questions:

• Are directed or undirected fuzzers more efficient at reaching
code change locations in a CI/CD setting?

• Are directed or undirected fuzzersmore efficient at triggering
the bug(s) embedded in the code change?

• How easy it is to set up the directed and undirected fuzzers
in CI/CD fuzzing?

• How sensitive are directed fuzzers to “bloat” in commits,
i.e., can directed fuzzers still reach an injected bug if given
additional target locations?

To answer these questions, our first experiment will investigate
whether directed or undirected fuzzers can generate inputs that
reach the changed code and trigger the injected bugs more effec-
tively. To do this, we simulate commits by injecting a single buggy
Magma patch at a time, and giving this patch as the target location
to the directed fuzzers. In terms of evaluating bug-triggering capac-
ity, there remains a threat to external validity: these patches, which
exactly inject a bug, may not be representative of real commits.
Therefore, we will add additional experiments to measure whether
directed fuzzers’ performance degrades when the target locations
are broader than simply the inserted patch. In particular, we will
add additional lines of code, beyond the buggy patch, as targets
for each “commit”, and run directed fuzzers on these augmented
commits.

We have conducted a preliminary study by evaluating AFL,
AFL++, libFuzzer, and AFLGo on a subset of the libraries provided
by Magma. The contributions of our registered report are:

• Preliminary analysis and comparison of the fuzzing per-
formance of different directed and undirected fuzzers in a
simulated setting of CI/CD.

• Validating whether the suggested 10-minute timeout from
previous findings is effective at exposing critical bugs if we
start fuzzing with a saturated seed corpus.

• Evaluating whether previous findings that short fuzzing cam-
paigns are effective at exposing critical bugs hold in a single-
bug injection setting.

• Designing an evaluation plan to study the fuzzers on a
broader benchmark set, as well as study the fuzzers’ sen-
sitivity of code changes.

We will conduct the full experiments upon the acceptance of
this paper by: evaluating all the five fuzzers on all libraries and
performing experiments evaluating directed fuzzers’ sensitivity
to the size of code changes. In the end, we aim at establishing a
detailed guideline for continuous fuzzing, which will: compare and
contrast directed and undirected fuzzers in the CI/CD testing setup,
validate the recommended 10-minute timeout for both types of
fuzzers, and summarize the fuzzers’ capability to detect bugs when
the code changes contain more than just bugs.

The rest of the paper is organized as follows. Section 2 explains
the CI/CD testing and related background on fuzzing. Section 3
details the benchmarks, fuzzers, and CI/CD simulation in our ex-
perimental setup. Section 4 describes the implementation details.
Section 5 analyzes the results in our preliminary evaluation. Sec-
tion 6 explains our plan for the complete evaluation of this work.
Section 7 lists the requirements that we plan to fulfill for revis-
ing the registered report. Section 8 outlines the related work and
section 9 summarizes our current conclusion.

2 Background and Motivation

2.1 CI/CD Testing
Continuous Integration (CI) and Continuous Delivery (CD) are
widely accepted engineering practices that enable organizations
to have frequent and steady releases of new features and products,
improve code quality, and increase team productivity [26]. The CI
process includes software development, building, and testing. The
CD process further extends CI by automatically and continuously
deploy applications to a production environment [26]. In the CI/CD
pipelines, small and frequent updates are encouraged: previous
study finds that around 21 commits are made per day for 575 open
source projects [13].

Testing each commit is impractical in day-to-day development.
Indeed, reducing the costs in CI/CD pipelines is a long-lasting prob-
lem [26]. Shahin et al. suggest supporting automated testing in
CI/CD to reduce repetitive work and test case execution costs [26].
On the other hand, they note that the lack of automated testing
approaches and the poor test quality are challenging for success-
fully adopting CI/CD practices [26]. This makes fuzzing, which
automates the input generation and testing process, seem like a
good fit in continuous testing. Note that in this paper, we use the
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term fuzzers to refer to programs that automatically generate test
inputs and feed these inputs into the PUT to detect bugs.

There are two common ways of fuzzing a program: either test
the compiled binary of the PUT directly with the generated inputs
or feed inputs into a fuzzing driver that serves as the main entry
point to execute a specific function [13]. In either case, fuzz testers
do not need to manually write and run tests themselves as they
do in traditional deployment pipelines [26]. Shahin et al. suggest
that the poor infrastructure for automating tests can lead to the
lack of fully automated testing in CI/CD practices [26]. Thanks to
various mature fuzzing platforms such as OSS-Fuzz, fuzz testers do
not need to implement additional infrastructures to automate tests.
Test quality is also one of the concerns in automating deployment
on a continuous basis [26]. For instance, having a high number of
test cases with low test coverage or long running tests can signifi-
cantly slow down the deployment process [26]. Although fuzzers
may not always generate inputs with good qualities such as being
syntactically valid or having new code coverage, the automation of
input generation makes it easier to quickly explore the input space.

However, the recommended timeout for fuzzing is 24 hours
[12], which is infeasible for testing frequently in CI/CD. Rangnau
suggest a “reasonable” threshold for build or test time in CI/CD is 10
minutes [23]. Using such a short timeout for fuzzing may not fully
exploit the fuzzer’s potential to generate inputs that maximize code
coverage or discover “interesting” behaviours such as revealing
bugs. Thus, investigating whether a short fuzzing campaign is
effective at exposing vulnerabilities in the CI/CD setup is crucial
for adopting fuzzing in such pipelines. There exists prior work that
proposes a “reasonable” timeout in continuous fuzzing, which we
discuss in details in the following subsection.

2.2 Prior Work of Fuzzing in CI/CD
Klooster et al. followed theMagma’s approach of front-porting bugs
from previous bug report to a stable version of libraries [13]. The
authors simulate commits by applying the full set of Magma patches
with bugs. This allows them to evaluate when the bugs are reached
and triggered by fuzzers via Magma’s lightweight instrumentation
[13]. They choose not to use live commits as the ground truth
knowledge of the existence and locations of bugs are unknown
[13]. We adopt this front-porting approach for the same reason: to
evaluate whether fuzzers can trigger the injected bugs.

Unlike what we propose, Klooster et al. injected all the bugs
provided by Magma into each library [13]. However, this may in-
fluence the fuzzing results in [13] because the patches contain only
bugs and most libraries have around 20 bugs injected. Clearly, it
is unlikely for real commits in a pull request to contain so many
bugs. In our study, we will apply patches with a single bug for each
fuzzing experiment to simulate a more realistic commit. In addition,
we plan to conduct the sensitivity experiments that add additional
target locations—beyond the inserted bugs—to evaluate whether
fuzzers can still trigger the bugs when the patch contains not only
the bug but also other lines of code.

Further, seed inputs are crucial as the fuzzing performance may
depend on whether the initial seeds can cover interesting code
paths or provide good coverage as the starting point [21]. Prior
work starts the continuous fuzzing with the set of initial seeds
provided by Magma [13]. However, these initial seeds are sourced

from the original code base of libraries and may not provide a
good code coverage for fuzzing. Thus, we collect the initial seed
corpus by running a fuzzing campaign with AFL++, one of the most
popular state-of-the-art fuzzers. We use the recommended timeout
of 24 hours, hoping to get a saturated initial corpus that can cover
most of the reachable code of the target library. We want to use a
saturated corpus so that the fuzzer will focus more on generating
and mutating inputs that can cover the changed code, instead of
the reachable code of the original library.

Moreover, Klooster et al. did not evaluate any directed fuzzers
in their study: they claim that “[their] technique of simulating
commits would have interfered with the results” [13]. Essentially, if
the changed code contains exactly the bug to be injected, this might
be seen as giving the directed fuzzers an unfair advantage. We agree
with this concern but design additional experiments to address it.
In particular, our sensitivity experiments will address this concern
by creating a set of addition “augmented” commits, where we mask
the locations of the injected bugs by adding additional, non-buggy,
lines of code as targets.

Finally, the prior work also suggests that running per-commit
fuzzing campaigns of 10 minutes achieves an optimal balance be-
tween the recommended testing time and the effectiveness of contin-
uous fuzzing [13]. We plan to validate this finding for both directed
and undirected fuzzers.

2.3 Directed Fuzzing

Directed fuzzing, as the name suggests, focuses on testing a spe-
cific program location of the PUT rather than the whole. There
exists various directed fuzzing techniques including the taint-based
directed white box fuzzing [8], directed grey box fuzzing [5], and
directed symbolic execution [15]. We are interested in the directed
grey box fuzzing that generates inputs with the goal to reach a
specific set of program locations. This is applicable in a CI/CD
setup because we want to find inputs that can exercise the changed
code. And grey box fuzzing is the state-of-the-art in vulnerability
detection without heavy-weight instrumentation [5]. For example,
the most commonly used fuzzer AFL++ is a such a grey box fuzzer
that generates inputs based on the code coverage feedback.

In our study, we choose to investigate AFLGo, which awards
generating inputs with shorter distance to the target program loca-
tions [5]. In particular, AFLGo first calculates the distance of each
basic block to the targets from the call graphs and intraprocedural
control flow graphs (CFGs) generated at compile time. Then, AFLGo
aggregates the distance values of each basic block exercised by the
seed inputs to compute the mean value for minimization purpose.
The static analysis stage of AFLGo sometimes can take up to hours
to instrument the PUT and compute the distance values. Thus, for
comparison purpose, we pick another directed greybox fuzzer Fuzz
Factory Diff (FFD) that does not require such heavy computation at
compile time. FFD uses a simpler heuristic that rewards generating
inputs that can both exercise the target code locations and explore
new coverage after hitting these targets [21]. Unlike AFLGo, FFD
does not require the knowledge of each basic block’s distance to
target program locations. In addition to the inputs with new cov-
erage, FFD also saves inputs when they exercise a new execution
path after hitting the target code location [21].
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3 Experimental Design
We outline the experimental setup for the complete evaluation in
this section. For the preliminary evaluation, we ran experiments on
a subset of the libraries and bugs provided by Magma, in order to
give an idea of what our broader evaluation will do. Our preliminary
evaluation does not include the fuzzer FFD and the experiments
that investigate the sensitivity of fuzzers to the amount of changed
(target) code.

3.1 CI/CD Simulation
A key difference between our work and the prior study [13] is that
we simulate the commits in CI/CD by injecting one bug in each
commit instead of injecting all bugs at the same time. Our simulated
commits consist of an injected bug as we want to evaluate a fuzzer’s
capability of both reaching the changed code and triggering the vul-
nerability introduced by the change. As explained in Section 2, we
inject one bug at a time to address the concern in the prior work [13]
that injecting multiple bugs in commits might interfere with the
fuzzing performance. In addition, using a close-to-saturate corpus
might affect the fuzzing results. Most grey box fuzzers use code
coverage as guidance, meaning that they will save inputs that exer-
cise new parts of the program. When we start continuous fuzzing
with a saturate corpus, executing these inputs already explore most
of the reachable execution paths in a program before applying the
code changes. Therefore, mutating these inputs might save some
efforts of exploring the reachable execution space of the program
before the changes. Consequently, the fuzzer might have a higher
chance of generating inputs that can reach new execution paths,
and in a continuous setup, that is the changed code.

We will run the fuzzing campaigns for each simulated commit
that contains a single bug separately. We only simulate one commit
for each experiment because pushing the changed code in a single
or multiple commits does not affect how the fuzzers generate inputs
and feed them into the PUT.Wewill include sensitivity experiments
in the final evaluation to better simulate real commits that contains
not just bugs, but also other changed lines, and study whether the
fuzzers can still reach or trigger the bugs when the changed code
does not reflect the precise location of the bugs. This is described
precisely in Section 6. Since each library in Magma has multiple
patches for bugs, we use the term benchmark to refer to a pair of
library and the ID of the injected bug in the rest of the paper. As
Table 1 shows, we assign a unique ID to each benchmark in the
format of the library name followed by the numeric ID of the bug
inserted.

In our CI/CD simulation, the configuration for each fuzzing
campaign includes the library and bug ID to identify benchmarks, a
fuzz target, and additional arguments to run the PUT. We also adopt
Magma’s instrumentation to decide whether a bug is triggered and
reached. The source-code instrumentation in Magma reports a bug
is reached when the line of the inserted buggy code is reached. A
bug is triggered when the input satisfies the faulty condition [9].
Magma further distinguishes detecting a bug from triggering a bug.
A bug is detected when a faulty behaviour is observed. In order to
collect the bug detection data, we need to recompile the libraries
with sanitizers. We will leave the evaluation of bug detection rate
for the final evaluation.

Table 1: Benchmark details for the preliminary evaluation.

Benchmark Library Bug ID Fuzz Target

libpng001 libpng PNG001 libpng_read_fuzzer
libtiff012 libtiff TIF012 read_rgba_fuzzer
libxml003 libxml2 XML003 libxml2_xml_read_memory_fuzzer
openssl001 openssl SSL001 asn1
openssl009 openssl SSL009 x509

In each experiment, we prepare the original library and the one
with the bug inserted. We first collect the initial seed corpus from
fuzzing the original codewith a 24-hour timeout usingAFL++. Then,
we use this corpus to fuzz the code with changes for 10 minutes,
which has been proved to show the effectiveness of continuous
fuzzing by Klooster et al [13].

3.2 Benchmarks
Following the prior work [13], we choose the same fuzzing platform,
Magma, which supports various fuzzers with 9 widely-used open-
source libraries and 138 critical bugs as shown in Table 2. Similar
to the reasons listed by Klooster et al. [13], we pick Magma as it
provides the ground-truth for bugs and their exact locations in the
PUT. This satisfies our needs for simulating commits that contain
localizable bugs.

Magma already supports a variety of fuzzers including AFL,
AFL++, and libFuzzer. The clean code structure in Magma also
makes it easy for users to integrate new fuzzers. In particular,
Magma organizes the fuzzers, libraries, and other utilities in sepa-
rate folders. The folder of each fuzzer provides step-by-step scripts
to build the fuzzers, build and instrument the libraries, run the
fuzzing campaign, etc. Additionally, Magma instruments the tar-
get programs to report whether the bug is reached, triggered, or
detected. We utilize this instrumentation to evaluate whether a
fuzzer is effective at reaching and triggering the bugs in the patches
applied to the libraries.

3.3 Fuzzers and Fuzz Targets
For undirected fuzzers, we pick AFL++ and libFuzzer, two state-
of-the-art grey box fuzzers. We pick these two as they are already
integrated into Magma, evaluated in the prior work of continuous
fuzzing [13], and widely used in modern fuzzing platforms such
as OSS-Fuzz [13]. For directed fuzzers, we select AFLGo and Fuzz
Factory Diff (FFD) as explained in Section 2. Both AFLGo and FFD
generate inputs based on heuristics that guide the inputs towards
exercising a set of program locations in the format of file name
followed by the line number of code. We additionally include AFL
as both AFLGo and FFD are built on top of it. We want to examine
how well AFLGo and FFD perform compared to the AFL baseline.

It is also important to select fuzz targets instead of fuzzing with
all available targets to save computing resources [13]. We use the
fuzz targets provided by Magma as the prior work does [13]. In our
preliminary study, we select the fuzz targets outlined in Table 1
based on whether the changed code will affect the APIs being called
in the fuzz targets. Identifying the relevant fuzz targets requires
nontrivial efforts. Therefore, we plan to adopt the checksum-based
method in [13] by calculating the checksum of the fuzz target before
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Table 2: Libraries and bugs provided by Magma.

Library File Type Language Fuzz Targets Bugs

libpng PNG C 1 7
libtiff TIFF C 2 14
libxml2 XML C 3 17
openssl Binary blobs C 6 20
libsndfile Audio files C 1 18
poppler PDF C++ 3 22
sqlite3 SQL queries C 1 20
php Various C 4 16
lua Various C 1 4

and after the commit to decide whether the target is affected by the
changes. It is also worth noting that not all fuzz targets are suitable
for our experiments due to the limitations of libFuzzer. libFuzzer,
by design, tests specific functionalities of the PUT by passing the
inputs to a fuzzing entry point, i.e., target function. Therefore, we
cannot fuzz the compiled binary of the libraries with libFuzzer and
thus exclude these from our selection of fuzz targets.

4 Implementation
We conduct all experiments using Magma as the uniform fuzzing
platform. In this section, we describe the key changes we have
implemented in Magma in preparation for our experiments.

Customization of fuzzing experiments. Magma inserts bugs
into libraries by applying patches that contain the buggy code. By
default, Magma only allows applying all the patches in the patches
folder. Therefore, users need to move the patches outside of the
folder to exclude inserting certain bugs. We modified the scripts
in Magma to support either applying all patches (default) or the
patches specified in a configuration file, allowing the users to switch
each bug on and off at ease. We additionally add support for user-
defined paths to corpus for each experiment: Magma only allows a
fixed path to corpus. In this way, users can better customize each
fuzzing campaign by changing the configuration files.

Integration of fuzzers. We integrated two directed fuzzers,
AFLGo and FFD, into Magma. While the organization of scripts in
Magma separates each building block of fuzzers neatly, we spent
nontrivial amount of time debugging the instrumentation errors
when building the projects with the new fuzzers. Build errors are
common challenges in fuzzing. As Nourry et al. suggest, the in-
compatibility between fuzzing environment and project, the bugs
in fuzzer, issues in build tools or external dependencies, as well as
issues in corpus can lead to build failures [20]. In fact, this is not
the first time that someone tries to integrate AFLGo into Magma:
a 2021 issue was opened to discuss this matter [28]. However, the
issue of supporting directed fuzzers in Magma remains open till the
time we write this paper. The build errors when compiling libraries
with AFLGo are still unresolved after more than three years since
the issue was first brought up. In our work, we fixed all the build
errors when building the targets with AFLGo.

Automation ofGeneratingTarget ProgramLocations.AFLGo
requires instrumenting the libraries twice: one pass to compute
the call graphs and intraprocedural CFGs in order to compute the
distance of the seed inputs to the target program location, and the

Table 3: Mean survival time of the bugs reached (R) and trig-
gered (T) for the selected benchmarks. Rounded to the near-
est second.

AFL AFL++ libFuzzer AFLGo

R T R T R T R T

libpng001 5 NA 5 NA 13 NA 5 NA
libtiff012 5 456 5 504 22 485 5 592
libxml003 5 NA 5 140 NA NA 5 NA
openssl001 5 NA 170 NA 29 NA 5 NA
openssl009 5 NA 5 NA NA NA 5 NA

other pass to instrument the libraries with the computed distances.
We further automate the process of generating the locations of the
changed code to target files for both AFLGo and FFD. Previous
attemps to integrate AFLGo into Magma [28] retrieves the informa-
tion of the changed code from pre-generated target files. However,
this approach is not scalable when the code changes or the number
of benchmarks is huge. We use the external tool showlinenum as
recommended in the AFLGo documentation to generate the pro-
gram locations from the output of git diff [1]. This automation is
beneficial for fuzzing large commits or running experiments on
multiple benchmarks.

5 Preliminary Results
We select five benchmarks as detailed in Table 1 to run the prelim-
inary evaluation of the four fuzzers: AFL, AFL++, libFuzzer, and
AFLGo. We do not include FFD or perform the experiments the
sensitivity of fuzzers due to time constraints. Each experiment for
a single benchmark is repeated 10 times to reduce the effect of
randomness in fuzzing [12]. In our proposed evaluation, we will
run these experiments for all the five fuzzers on many more bench-
marks, as well as run our sensitivity experiments.

We perform all preliminary experiments on a machine with Intel
core i7-12700K processor and 64 GB memory. We summarize the
findings as below.

5.1 Can fuzzers reach the inserted bugs?
As Figure 1 shows, AFL, AFL++, and AFLGo generated inputs that
can reach the bugs in the changed code for all the five benchmarks.
libFuzzer performed the worst as the inputs generated can only
reach the bugs for three benchmarks. Table 3 shows the mean
survival time for the bugs in all experiments. We adopt Magma’s
approach that uses the Kaplan-Meier estimator to model a bug’s
survival function. The shorter the survival time is, the better a a
fuzzer’s performance is because the survival function computes
the probability that a bug remains undiscovered (i.e., “survived”)
within a given time [9]. As shown in Table 3, AFL and AFLGo
are most effective at generating inputs that reach the bugs in the
changed code. Both have a mean survival time of 5 seconds for the
10 repetitions of experiments per benchmark. This suggests that
on average, it takes 5 seconds until AFL and AFLGo generates an
input that can reach the inserted bug. AFL++ performed slightly
worse as the mean survival time for the openssl001 benchmark is
170 seconds (around 3 minutes).
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Figure 1: The number of benchmarks that the fuzzers have
generated at least an input that can reach or trigger the bug
in the changed code.

Based on the number of benchmarks for which the fuzzers have
successfully reached the inserted bugs and the mean survival time,
AFL and AFLGo are the best-performing fuzzers. Since one is undi-
rected and the other is directed, we need the complete evaluation
to conclude which type of fuzzers is more effective.

5.2 Can fuzzers trigger the inserted bugs?
Regarding the bug-triggering capability, AFL++ performed the best
as it generated inputs that triggered the bugs in two benchmarks
while the rest only triggered the bugs in one benchmark. A short
timeout of 10 minutes seems insufficient for fuzzers to generate
bug-triggering inputs for most of the benchmarks. libtiff012 is the
only benchmark that all fuzzers have generated inputs that trigger
the inserted bug. However, none of the fuzzers have triggered the
bugs in libpng001 and the two openssl benchmarks. The time to
trigger the bug also differs across benchmarks. It took 140 seconds
(around 2 minutes) for AFL++ to trigger the bug in libxml003 while
it took three times as long to trigger the bug in libtiff012. The results
suggest that it is much harder for the fuzzers to generate inputs
that can not only reach but also trigger the inserted bugs. Moreover,
10 minutes may not allow a fuzzer to live up to its potential to
generate inputs that can reach and trigger the inserted bugs.

It is worth noting that libFuzzer has the highest execution counts
for most benchmarks except for libxml003 as Table 6 indicates. How-
ever, it is clear from Figure 1 that libFuzzer also has the least number
of bugs reached and triggered. Within the 10-minute fuzzing ses-
sion, having a higher number of executions does not guarantee
better bug-finding capability.

5.3 How easy it is to set up the fuzzers in CI/CD
simulation?

It is straightforward to run the undirected fuzzers within theMagma
framework. However, running directed fuzzers sometimes might

Table 4: The build time of fuzzers, rounded to the nearest
second.

Fuzzer AFL AFL++ libFuzzer AFLGo

Build Time (s) 4 20 3 458

Table 5: The instrumentation time of libraries, rounded to
the nearest second.

AFL AFL++ libFuzzer AFLGo

libpng001 15 18 9 22
libtiff012 25 80 38 43
libxml003 33 71 32 37
openssl001 122 256 62 280
openssl009 223 141 123 337

Table 6: Mean execution counts during the 10-min fuzzing
campaigns, rounded to the nearest thousand.

AFL AFL++ libFuzzer AFLGo

libpng001 19,719 3,812 132,108 22,115
libtiff012 13,250 2,502 13,421 9,284
libxml003 8,155 1,803 7,391 5,296
openssl001 120 83 190 50
openssl009 1,294 336 26,074 600

fail as it requires the correct target code locations and the corre-
sponding target functions. In the preliminary study, we correctly
generated the target program locations for the selected benchmarks
using the automatic approach suggested by AFLGo. We plan to test
whether the automatic approach works for all benchmarks in the
complete evaluation.

As Table 4 shows, the build time for undirected fuzzers is pretty
short (3-20 seconds). However, the build time for AFLGo is around 7
minutes, so it might be too time-consuming to use AFLGo in CI/CD
without compiling it in advance. As Table 5 shows, libFuzzer takes
the least average time to instrument benchmarks for four out of
the five benchmarks. For AFLGo, we use the python version of the
code to generate the distance values, which is claimed to be faster
than the original shell scripts [1]. Surprisingly, although AFLGo
requires instrumenting libraries twice, it takes roughly the same
time as AFL and AFL++ to compile the benchmarks. Note that the
two openssl benchmarks are longer than others to be instrumented,
with the shortest time of around 1 minute and the longest time of
around 5 minutes. This is consistent with the fact that the openssl
library has the largest repository size [13]. However, such a long
instrumentation time might not be suitable in a CI/CD context
because reducing the testing time is crucial for optimizing pipeline
efficiency [26].

6 Plan for a Complete Evaluation
We propose the following plan for the complete evaluation to better
answer the four research questions in Section 1.
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We will evaluate all the five fuzzers (AFL, AFL++, libFuzzer,
AFLGo, and FFD) on benchmarks selected from the libraries and
fuzz targets provided by Magma. We use the term benchmark to
refer to a pair of library and corresponding fuzz target. There are
9 libraries in total as shown in Table 2. We plan to cover all the
libraries with a subset of available fuzz targets. In this way, we can
compare the fuzzing performance across different libraries and the
performance across different fuzz targets for the same library. Since
the number of fuzz targets and bugs vary for different libraries,
we set a cap on the number of fuzz targets and bugs per library.
In particular, we plant allow for 3 fuzz targets and 10 bugs per
library at maximum. The total number of benchmarks we aim at is
50 but not all the fuzz targets and bugs provided due to the limited
computing resources.

Benchmark selection. Ideally, we should select the fuzz targets
and bugs randomly to avoid introducing biases. However, it is not
always possible for the fuzzer to generate inputs that can exercise
the inserted code with the selected fuzz targets. Recall that we run
one fuzz target for each library with a single bug inserted. If the fuzz
target does not invoke any functions that involve the changed code,
we waste the time to fuzz the unchanged parts of the library. To
address this issue, we plan to use the checksum-based approach in
[13] to calculate and compare the checksum of a fuzz target before
and after applying the code changes. If the checksum remain the
same after the code changes, then it indicates that the fuzz target
might not be relevant for fuzzing the changed code. We hope to
prune the fuzz targets that are unable to exercise the changed code
with any inputs.

Sensitivity experiments.We will add experiments to investi-
gate the directed fuzzers’ sensitivity to the changed code. In particu-
lar, we want to study whether a directed fuzzer like AFLGo can still
reach and detect the inserted bugs when the changed code contain
not only bugs but also other lines of code (LOC). Both AFLGo and
FFD generate a target file that contains the target program loca-
tions with the format “filename: line number of the target code”.
The target file will be used to compute the heuristics used in the
two directed fuzzers. Thus, we plan to insert additional target LOC
into this target file in the same format. The configurations for the
sensitivity experiments are as follows:

• Same-file. set 2X LOC in the file with the bug as the additional
target LOC. For patch length 𝑁 , we will randomly choose 2𝑁
lines within the patched source file (but outside the patch)
to add to the target list.

• Same-project. set 4X LOC in different files including the file
with the bug as the additional target LOC. For patch length
𝑁 , we will randomly choose 2 files in the project, and 2𝑁
lines within those files to add to the target list.

The numbers in the configurations are subject to change. We
will collect the average number of LOC per pull request based on
the recent commit histories of the libraries. Then we will use this
metric to decide how many more LOC to insert into the target file
in order to better simulate a real CI/CD setting.

Timeout experiments.We plan to validate whether the pro-
posed 10-minute timeout [13] is enough for fuzzers to generate
inputs that can reach and trigger the inserted bugs. If, however,

most fuzzers cannot find such inputs with the 10-minute time-
out, we plan to conduct additional experiments to examine which
timeout can balance the short time budget in CI/CD pipelines and
fuzzing effectiveness. The candidate timeouts are 15 minutes and
30 minutes, because timeouts longer than these two might not be
suitable for CI/CD pipelines. We will run the timeout experiments
only on the bugs missed by the first set of evaluation with the
10-minute timeout. We want to see if the fuzzers are able to find
the bugs that are unreachable with the 10-minute timeout given
more fuzzing time. Although the prior work [13] has shown that
increasing the time budget for per-commit fuzzing campaign does
not boost the fuzzing effectiveness very much, we would like to see
whether this also holds for directed fuzzers.

Additional evaluation metrics. In the preliminary evaluation,
our evaluation metrics are: the statistics related to the bugs reached
and triggered, the build time of fuzzers, the instrumentation time
of libraries, and the mean execution counts during fuzzing. We will
add the following metrics in the complete evaluation:

• The branch coverage of the changed code.
• The branch coverage of the entire library after hitting the
changed code.

• The number of times the fuzzer detects the bugs and the
mean survival time of the bugs detected.

With the additional metrics, we hope to answer which fuzzer
performs better in terms of increasing the code coverage of the
changed code and encouraging exploring deeper in the program
after hitting the changed code. Moreover, we want to study if these
coverage measures are correlated to a fuzzer’s capability of gener-
ating inputs that reach, trigger, and detect the inserted bugs in the
changed code. In addition, we want to compare the bug detection
rate for all the five fuzzers. We will add statistical tests to com-
pare the quantitative results in the complete evaluation for better
assessment.

7 Revision Requirements
In the revision of the registered report, we plan to extend the scope
of experiments in terms of the choice of directed fuzzers and the
number of benchmarks. We plan to include more recent directed
fuzzers such as FishFuzz [31] and DAFL [11] because both AFLGo
and Fuzz Factory Diff are developed before 2020.Wewill run fuzzing
campaigns on at least 50 benchmarks from Magma, where each
benchmark refers to a pair of library in Magma and the ID of the
injected bug. As for the experiment design, we will provide more
detailed explanation and evidence for configurations including
but not limited to the fuzzing setup for collecting the initial seed
corpus, where and how to add additional target code locations for
the sensitivity experiments, and settings for different fuzzers. For
example, instead of running AFLGo with the default exploration
mode first, we will change to run AFLGo with the exploitation
mode from the first second of the fuzzing campaign. This is because
AFLGo switches from exploration with coverage-based fuzzing
algorithm to exploitation with directed fuzzing algorithm after
20 minutes of fuzzing. Since we start fuzzing experiments with a
saturated seed corpus, we want to fully investigate the performance
of AFLGo’s directed fuzzing logic in the CI/CD context and thus
we plan to start fuzzing with the exploitation mode of AFLGo.
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8 Related Work

Testing plays an important role in CI/CD pipelines. The concept
of continuous testing originally referred to executing unit tests on
a continuous basis [16]. Now the term refers to running tests in
the background to provide rapid and frequent feedback for devel-
opers to detect critical errors before deploying applications to a
production environment [16].

Continuous testing can enhance development productivity. Saff
and Ernst propose a model for investigating the usefulness of con-
tinuous testing [24]. Their study first shows that regressions errors
caught earlier are easier to fix [24]. Then they evaluate three tech-
niques to reduce the development time wasted on discovering and
fixing regression errors. They compare running continuous test-
ing and manually running tests with different test frequencies and
test case prioritization strategies. Saff and Ernst conclude that con-
tinuous testing, that uses limited CPU resources to run tests in a
continuous setup, can reduce the wasted development time by 92-
98% over the other two approaches [24]. The authors further show
in a study that developers that used continuous testing are three
times more likely to complete the coding task before the deadline
[25]. Most participants in their study confirmed the usefulness of
continuous testing and found it helpful for them to write better
code faster [25].

Challenges like reducing test time, increasing the visibility of test
results, and supporting (semi-)automated testing are important for
testing in a continuous setup [26]. However, testing each commit is
not sustainable due to limited computing resources [13]. A study of
Google-scale continuous testing has confirmed that code modified
more often is more likely to cause breakages than the one modified
less often [17]. Motivated by similar findings, Zhu and Böhme
propose a regression grey box fuzzer that focuses on fuzzing code
that was changed more recently [32]. However, they found that
regression errors are hard to find even with a multi-day time budget
and that fuzzing efforts are needed for the newly changed code
even after a project is well-fuzzed [32]. To better address detecting
bugs in recent code changes, Klooster et. al evaluate three modern
fuzzers in a continuous setup [13], which inspires our work in this
paper. Klooster et al. have shown that selecting fuzz targets can
reduce the computational resources for testing and running fuzzers
for 10 minutes strikes a good balance between the recommended
continuous testing time and fuzzing effectiveness [13]. Following
their findings, we construct the experimental plan to select fuzz
targets based on checksum, include directed fuzzers for comparison,
and use the same fuzzing timeout. We compare and contrast our
work with this prior work in Section 2.

In our CI/CD simulation, we run fuzzing campaigns for changed
code. Our setup and findings might be applicable to patch test-
ing, which automatically tests code patches [15]. To test software
patches, Marinescu and Cadar propose KATCH, an automated tech-
nique that uses symbolic execution to generate inputs that can
quickly reach the code patch [15]. Their experiments show that
automatic techniques can increase patch coverage, which is gen-
uinely hard to reach a high value, and detect bugs during testing
[15]. Kuchta et al. further proposes executing the old and new ver-
sions of the code in the same symbolic execution instance, with the
old shadowing the new one [14]. The shadow symbolic execution

technique generates inputs when the execution of the old and new
code versions diverges in order to explore new behaviours of the
new code [14]. However, the symbolic executions used in these
prior work of patch testing require heavy-weight program analysis
and constraint solving, which might not be scalable for large-scale
projects or working environments that need rapid test feedback. If
our work can show that running fuzzers for a short period of time
can reach and detect bugs in the changed code, our experimental
setup might be useful for patch testing. For example, we can collect
an almost saturated corpus from fuzzing the old version of code for
24 hours, and then run the fuzzers for on the patched version for 10
minutes. This CI/CD simulation approach might lead to different
fuzzing performance than using traditional patch testing tools like
KATCH.

9 Conclusion
In the preliminary evaluation, a timeout of 10 minutes is sufficient
for both directed and undirected fuzzers to generate inputs that
can reach and trigger some but not all bugs inserted into the li-
braries. AFL++ seems to be the best-performing fuzzer from the
preliminary results. AFL++ triggered the bugs in two out of the five
selected benchmarks while the others triggered the bug in only one
benchmark. However, with a limited set of benchmarks, we cannot
conclude which fuzzer performs the best in continuous fuzzing yet.
Additionally, the build time for AFLGo is around 7 minutes, which
makes it a less optimal choice of fuzzer especially when the time
budget is small. However, the instrumentation time of libraries for
AFLGo when using the fast python version of code to compute
seed distance is almost compatible to the time for other fuzzers.
This suggests that if we have already compiled AFLGo in the CI/CD
pipelines, we can still use AFLGo to test programs without spending
most of the 10-minute time budget on building the fuzzer. Overall,
using a 10-minute timeout under a single bug injection setup in con-
tinuous fuzzing experiments allow both directed and undirected
fuzzers to generate inputs reaching the changed code. We need
more experiments to compare the bug-triggering capabilities of
fuzzers and conclude either directed or undirected fuzzers perform
better in the CI/CD context. We will summarize our findings after
the complete evaluation, aiming to provide a detailed guidelines
for continuous fuzzing.
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